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Abstract. The time-dependent response of simple metal clusters to femtosecond laser pulses is investigated
using the semiclassical theory based on the Vlasov equation. Starting from a Thomas-Fermi ground state
the dynamics are calculated by use of the pseudoparticle method. Systems studied here are sodium clusters
containing up to 147 atoms. Both, the energy transfer to the cluster, which is largely affected by the plasmon
enhanced absorption, and the following release of energy to the ions are examined in detail. During the
laser excitation the feedback of the absorption to the development of the plasmon energy is controlled
by competing mechanisms: ionization and cluster expansion. Characteristics of the Coulomb explosion are
studied as function of photon energy and cluster size, particularly with regard to the dynamical influence
of collective excitations of the electrons. We also predict features in the angular distribution of the ions
that could be measured to test the calculated dynamics.

PACS. 52.50.Jm Plasma production and heating by laser beams (laser-foil, laser-cluster, etc.) – 36.40.Vz
Optical properties of clusters – 36.40.Gk Plasma and collective effects in clusters

1 Introduction

The interaction between intense light and matter is a sub-
ject of study in disciplines ranging from atomic physics to
plasma physics. Among them, the investigation of atomic
clusters irradiated with short laser pulses has attracted
enormous interest within the last few years. Phenomena
like the emission of X-ray radiation as well as the produc-
tion of highly charged ions have been observed in early
experiments [1–3]. Especially the combination of two fea-
tures make cluster targets extremely appealing for studies
in the high intensity regime. While atoms within a cluster
feel a bulk-like environment the free cluster itself is com-
pletely isolated from energy dissipation to outside matter.
Thus a high amount of energy per atom is available for the
various decay channels of the cluster. A well-known effect
is the complete destruction of strongly excited clusters
in an expansion into charged atomic fragments [4]. There
is an ongoing discussion about the dominating forces of
such a process. The model of a simple Coulomb explosion
of a charged system seems to be the proper zero-order
approach for small clusters. In case of larger objects the
pressure of the hot electron plasma confined in the ionic
potential is assumed to dominate the expansion [6]. In the
literature this mechanism is often called “hydrodynamic
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expansion”. But before the energy can be released to the
ionic degrees of freedom it must be transferred from the
electromagnetic radiation into the electronic system. Typ-
ically the light absorption of clusters is strongly enhanced
in comparison to atomic or molecular gases [7]. In particu-
lar for metal clusters an additional amplification has been
observed experimentally if the photon energy matches the
collective dipole mode of the electronic cloud [4,5]. The
absorption mechanisms and their efficiency as a function
of cluster size and laser frequency is the main subject of
this work.

Within the broad spectrum of methods for the descrip-
tion of clusters in intense fields a compromise has to be
found. Unless quantum features are totally omitted classi-
cal models combined with parameterized rates for ioniza-
tion and recombination can handle multiple active elec-
trons per atom as used for rare gas clusters [8,9]. Here
we rely on a more sophisticated time-dependent technique
to resolve the fermionic character of the electrons under
nonlinear excitation that restricts the number of active
electrons strongly.

The influence of the coupled motion of ionic and elec-
tronic components and the importance of collective excita-
tions are of particular interest in the present study. To get
a comprehensive insight into the underlying mechanisms
we have carried out full three-dimensional simulations to
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describe the dynamics of sodium clusters irradiated with
visible linearly polarized light at I = 1011 W/cm2.

The resulting many-body problem is treated with a
semiclassical mean-field approximation of time-dependent
density-functional theory coupled to classical motion
of atomic ions using pseudopotentials. We will denote
the method as Thomas-Fermi-Vlasov molecular dynam-
ics (TFV–MD). The technique is capable to deal with
clusters containing hundreds of atoms excited in the highly
nonlinear regime.

Comparable Vlasov models have already been used
extensively to describe nonlinear excitations of sodium
clusters within the jellium approximation [10,11], as well
as with ionic pseudopotentials to resolve the ionic re-
sponse [12,13].

However, up to now there was no systematic explo-
ration of cluster sizes and the dynamics of the cluster de-
struction and its transformation into an expanding vapor
of ions. In this work we examine the dependencies on clus-
ter size and laser frequency while following in detail the
energy flows leading to the final state.

To reach a high numerical performance we use the
pseudoparticle method to represent the electron distri-
bution function, together with the very efficient method
to solve Poisson’s equation, the iterative multigrid algo-
rithm [14]. We thereby achieve a linear scaling with sys-
tem size for the computational costs of the electronic
propagation.

2 Method

2.1 Vlasov propagation

Among the methods for the quantum description of many-
particle dynamics, the time-dependent density functional
theory (TDDFT) offers a tractable computational frame-
work for treating electronic systems. The propagation can
be decoupled into a set of Ne equations for the Kohn-Sham
orbitals evolving in a self consistent field [15],
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Veff = Vion + Vlaser + Vee(ne) + Vxc(ne). (1)

Here the effective potential Veff contains the external
fields, the electron Hartree potential and an additional
contribution containing exchange and correlation effects.
In the classical limit (� → 0) equation (1) can be approxi-
mated by the Vlasov equation, which describes the evolu-
tion of the classical one-body phase-space distribution in
the same potential,
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As the Vlasov propagation is close to the quantum, it is
a convenient tool to investigate dynamical problems when

the specifically quantum aspects such as energy gaps are
not needed. Especially in the case of highly nonlinear ex-
citations the missing quantum effects don’t play a notice-
able role. Also, the Vlasov theory automatically respects
the conservation laws, which are realized by the sum rules
in the linear response regime.

2.2 Pseudoparticle method

The direct propagation of the particle distribution
f(r,p, t) would require the treatment of a time-dependent
gridded function in six dimensions, which is too demand-
ing even for modern computers. A more practical tech-
nique is to represent the distribution function by a set
of pseudoparticles. We thus approximate the distribution
function by

f(r,p, t) =
1

Ns

Npp∑
i=1

gr(r − ri(t))gp(p − pi(t)),

where Npp is the number of pseudoparticles, each charac-
terized by its phase space coordinates (ri,pi). The exten-
sions of the pseudoparticles in position and momentum
space are represented by the functions gr and gp. Each
electron will be represented by a large number of pseu-
doparticles, Ns, so the total number satisfies Npp = NsNe.

The Vlasov equation is then mapped onto a problem
in Newtonian physics, propagating the pseudoparticles in
some potential field. The smoothing functions are taken
to be Gaussians,

gr(r) =
1

π3/2d3
r

exp(−r2/dr
2)

gp(p) =
1

π3/2d3
p

exp(−p2/dp
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where dr and dp are the width parameter. In this work
we choose dr = 1.15 Å. The explicit specification of the
momentum width parameter dp is not necessary here. For
the dynamical propagation the electronic contributions of
the mean-field potential are determined by the electron
densities on a spatial grid (dmesh = 1.0 Å). From the
positions of the pseudoparticles ri the real-space density
ne =

∫
f(r,p, t)d3p at grid points r is given by

ne(r) =
1

Ns

Npp∑
i

gr(ri − r). (3)

The resulting density ne is used directly to construction
the DFT potential field,

Veff = Vext(r, t) + Vee(ne(r), t) + Vxc(ne(r), t).

Considerable computational effort is required to calculate
the Hartree potential Vee. This is done by solving the
Poisson equation, which can be done efficiently using the
multigrid-method. The multigrid algorithm is very appeal-
ing for huge systems because it scales linearly with system
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size. In this work, the size of the grid cube is 1293 mesh
points. The pre-conditioning of the boundaries is done by
a multipole expansion up to the quadrupole which scales
linearly too. For the exchange we have used the LDA ap-
proximation of the free electron gas while the correlation
parametrization is taken from reference [16],

Vxc(r) = −e2(3π2)1/3

4π2ε0
ne

1/3(r)

− 0.90576 eV × ln
(

1 +
11.4
rs(r)

)
(4)

where as usual rs(r) =
(
3/4πa3

0ne(r)
)1/3. The dynamics

is determined by the following Newtonian equations of
motion,

ṙi =
pi

mi
ṗi = −

∫
Veff (r) ∇ri gr(r − ri)d3r.

The acceleration equation may be derived from the DFT
energy function (Eq. (5)) below used also for the static
solutions. The Vxc here and the Exc in the functional are
related by Exc(n) =

∫ n

0 dn′Vxc(n′). Note that the pseu-
doparticles interact with an extended charge distribution
given by the function gr.

The numerical time integration of the pseudoparti-
cles is done by the Verlet algorithm [17] which is time-
reversible and achieves second-order accuracy with only
one force evaluation per time step. For the simulations
we have used typically a time step of δt = 0.025 fs. This
step size ensures conservation of the total energy with in-
significant noise. Finally, the single-particle energies may
be calculated from the single-particle Hamiltonian

hi =
p2

i

2mi
+

∫
Veff (r, t)gr(r − ri)d3r.

2.3 Ground state preparation

A static theory is needed to find the initial pseudopar-
ticle distribution for the dynamical model. We use here
the Thomas-Fermi ground state at zero temperature [18,
19]. The Thomas-Fermi theory is the simplest approxi-
mation to a DFT for fermionic systems, taking the local
density approximation for both the kinetic and potential
energies. The kinetic energy is calculated as that of the
homogeneous electron gas. Up to the Fermi energy all mo-
mentum states are occupied with two electrons according
to the Pauli principle. Note that the discrete pseudopar-
ticle density is used to define the kinetic energy. The total
energy is given by the functional

Etot =
∫ [ 3
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+
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]
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To find the ground state, the total energy has to be
minimized for a given number of electrons Ne. Thus the

variational problem contains a Lagrange multiplier, the
chemical potential µ, to meet this constraint. From the
optimized density the pseudoparticle positions are sam-
pled while their momenta are chosen isotropically within
a local Fermi sphere

dn

dp
=

p2

�3π2
,

pf (r) =
(

2me

[
µ −

∫
gr(r − r′)Veff (r′)d3r

])1/2
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According to equation (6) the phase-space density up to
the chemical potential is constant at all occupied parts
of space, namely two electrons per state. While the pseu-
doparticles themselves are moving during the propagation
the distribution function f(r,p, t) does not change since
the right side of equation (2) vanishes if there is no exter-
nal perturbation. Thus the Thomas-Fermi ground state is
a static solution of the Vlasov equation and is suitable for
the pseudoparticle initialization.

2.4 Ground-state stability

Because interactions between particles in the ensemble are
absent, the Vlasov equation respects Liouville’s theorem
and conserves phase space density. However, the pseu-
doparticle implementation of the Vlasov equation intro-
duces numerical noise through the density sampling. As
a consequence there are spurious interactions between the
pseudoparticles which will drive the system away from the
Fermi-Dirac distribution towards the classical Boltzmann
equilibrium. Particles will scatter to states above and be-
low the Fermi surface, leading to a phase space occupation
greater than one for deeply bound electrons and evapora-
tion of electrons from the high energy tail. Much effort
has been invested to overcome this problem by including
Pauli blocked dynamical correlations [20–24]. For the pure
Vlasov propagation the thermalization time can be quali-
tatively estimated with

τ ∝ p

ne
dr

4Ns, (7)

where the physical quantities p and ne are electronic mo-
mentum and density, and the numerical parameters dr and
Ns are the spatial smearing and the pseudoparticle scal-
ing [25]. If we approximate p with the Fermi momentum
of the free-electron gas (pf

3 = 3�
3π2 ne), the density can-

cels out. Thus, we obtain an expression for the relaxation
time depending only on numerical parameters

τ ∝ dr
4Ns. (8)

According to equation (8) the relaxation can be sup-
pressed effectively by increasing the pseudoparticle width.
Unfortunately this parameter has to be chosen to match
the system properties. Hence the brute force way to keep
the system “fermionic” as long as possible is the increase
of the pseudoparticle scaling Ns. In the present work Ns
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Table 1. Scaling and width-parameters of the Gaussians defin-
ing the optimized sodium pseudopotential. The total charge
c1 +c2 = 1 is fixed by the number of active electrons per atom.

c1 a1 c2 a2

−0.8 0.85 Å 1.8 1.15 Å

is determined by checking the ground-state stability con-
sidering a typical system. As a good compromise between
thermal relaxation and computational costs we have used
Ns = 10000 pseudoparticles per electron which allows
us to follow the propagation up to picoseconds without
too much influence of the thermalization. A more detailed
analysis of the autorelaxation of the ground state is given
in Section 3.1.

2.5 Ionic pseudopotentials

As in the quantum DFT, the ionic potentials and the ef-
fects of core electrons must be approximated by pseudopo-
tentials that are smooth and only act on valence electrons.
The alternative, an all-electron treatment of the dynamics,
would require treatment of fast and strongly localized par-
ticles and would increase the costs of computation enor-
mously. In the present study on sodium we only treat a
single electron per atom explicitly, Ne = N .

There is considerable freedom in the choice of pseu-
dopotentials. Here we use a sum of Gaussians to represent
the effective charge distribution associated with the ions,

ρion(r) =
k∑

n=1

cn
e

π3/2a3
n

exp
(−r2/a2

n

)
.

The cn are the charges associated with each Gaussian; in
general

Qion =
k∑

n=1

cn,

and in the present study Qion = 1. The electric field for
such a potential can be expressed in terms of the error
function as

Vion(r) = −
k∑

n=1

cn
e2

4πε0r
erf (r/an) .

For the present study we take two Gaussians to parame-
terize the pseudopotential. The free parameters are chosen
to fit selected spectroscopic properties of sodium. Here we
have optimized the ionization potential, the atomic polar-
izability and the dimer bond length (from Ref. [26]). The
parameters of the pseudopotential are given in Table 1 and
the calculated properties are compared with the reference
data given in Table 2. One sees that the two-Gaussian
parameterization leads to model properties close to the
reference data, except the binding energy of the dimer.

Table 2. Calculated atomic and molecular properties for
the sodium pseudopotential compared to reference data taken
from [26]. Note that calculated values are only valid for the
particular pseudoparticle width of dr = 1.15 Å.

this work reference

ionization potential [eV] 5.30 5.13

atomic polarizability [Å3/4πε0] 21.9 23.6

dimer bond length [Å] 3.739 3.714

dimer binding energy [eV] 0.235 0.763

However, for our present purposes to study the dynam-
ics in strong laser fields, the errors should not be signif-
icant as long as the initial bond length was adjusted to
the proper value. For a given cluster size the geometrical
ground-state configuration of the ionic frame is calculated
by the energy-minimization via stimulated annealing.

The dynamical propagation of the ions is forced by the
interaction with all other ions and the electronic density.
For the interionic forces only the asymptotic charges are
used to ensure a strong repulsion between approaching
ions. Finally the time integration of the ionic trajectories
is done by a modified Verlet algorithm

Ṙi =
Pi

Mi

Ṗi = −∇Ri


∑

i�=j

1
4πε0

QiQj

|Ri − Rj |

+
∫

Vi(|Ri − r|)n(r)d3r


 .

The charge-to-mass ratio of the ions is much lower com-
pared to the electrons. Hence many electronic time steps
can be performed between two updates of the ionic sys-
tem. Here the ions are updated after 20 steps of pseudo-
particle propagation, i.e. all 0.5 femtoseconds. During the
electronic propagation the density is averaged to minimize
numerical noise within the force on the ions.

2.6 Observables

The main goal of the dynamical simulation is to track
the development of the energy absorption, ionization and
spectral properties of the collective modes. For the cal-
culation of kinetic and potential energy contributions all
particles within the simulation box are taken into account.
If pseudoparticles reach the boundary they are taken out
of the simulation and appear as inactive particles in the
ionization of the system. The dipole moment of the active
particles is calculated as a marker of the collective exci-
tations. To measure the spectral properties of the dipole
mode the free response is evaluated after an impulsive
excitation by giving all pseudoparticles a constant initial
velocity offset.
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2.7 Numerical aspects

As already mentioned all algorithms used for the elec-
tronic propagation possess a linear scaling with system
size. Thus a scaling law for the computational costs can
be given in dependence of the size of the arena (Ng: num-
ber of grid points) and the number of pseudoparticles used
in the simulation (Npp = NeNs). Here we want to give an
estimation of the floating point operations (fpo) necessary
for one time step. The most demanding tasks that will rule
the numerical costs are the pseudoparticle sampling and
the Poisson solver. Each injection of a pseudoparticle into
the density function or a readout of one scalar property re-
quires a folding operation with the smoothing function gr.
Here the folding is done within a box of N3

f points that
encloses the smearing function. In the present study we
use a folding-box length of Nf = 7. Therefore one folding
operation requires at least 343 evaluations of the smooth-
ing function and the same number of operations to make
an injection or a readout. All in all 6 folding operations
are necessary per pseudoparticle and time step, one injec-
tion and five readouts (3 force components, single particle
energy and mean-field energy).

The second demanding part is the multigrid routine
of the Poisson solver that requires about 200Ng floating
point operations for one full process. The number of op-
erations roughly required for a time step is then

Nfpo = 12Npp N3
f + 200 Ng.

In a typical calculation using Ng = 1293 grid points and
Npp = 147×104 pseudoparticles a time step requires about
6.5×109 floating point operations. A fast computer should
be able to do this within a few seconds, but the speed is
dramatically affected by memory latencies. In our case the
parallelized MPI-program has to be launched on 6 proces-
sors (IBM p690) to do a time step in less than 6 seconds.
A significant speedup would be possible if a huge cache
memory were available.

3 Results

3.1 Cluster geometry and numerical stability

The investigated systems are NaN -clusters with sizes of
N = 13, 55, 147. Here the ionic ground-state relaxation
results in icosahedral configurations, shown in Figure 1.
Since the semiclassical model ignores spin effects and en-
ergy gain due to deformation the resulting structure is
strongly dominated by geometrical shells effects of the
ions. This will slightly modify the optical properties as
some structural features known from more sophisticated
quantum calculations are absent [27,28]. However, for the
investigation of the interaction mechanisms of clusters
with intense laser pulses no significant influence is ex-
pected by small deviations of the cluster configuration.

To demonstrate the long-time stability and the magni-
tude of thermalization effects the dynamical propagation
of Na147 is performed without external perturbation for

Fig. 1. Optimized ionic structures for investigated sodium
clusters. The sizes correspond to icosahedral structures with
closed geometric shells.

Fig. 2. The ground state of Na147 is evolved in time for one
picosecond to check the stability of observables during prop-
agation. The total energy in the top panel (a) shows a slow
oscillation from the ionic propagation, together with a small
noise (≤5 meV). The total error is less than 20 meV. How-
ever, one sees a small loss of electronic kinetic energy (b), as a
spurious autoionization (c), corresponding to a classical ther-
malization. The ionic rms (d) shows only a small deviation
from the initial value.

one picosecond. The results are analyzed in two ways:

– check of the time development of theoretically constant
observables, namely total and kinetic energy, charge
and cluster radius (Fig. 2);

– direct comparison of initial and the final state by
checking the mean-field potential and the single-
particle energy occupation (Fig. 3).

An important requirement for the validity of the numer-
ical model is the conservation of the total energy in the
system. For the given parameters the the total energy in
the Figure 2a shows a total error of less than 20 meV
within 1 ps of integration. While high frequency noise
(≤5 meV) is induced by the electronic propagation, the
slow oscillation comes from the trajectory solver for the
ionic components. As a typical thermalization effect the
total kinetic energy of the electrons decreases in time due
to the occupation of lower energy states. Here the en-
ergy loss of less than 0.5% is not dramatic, Figure 2b.



372 The European Physical Journal D

Fig. 3. The radially averaged mean-field potential (a) and
the occupation of single particle states (b) are compared for
the initial and the propagated groundstate of Na147. During
the time evolution the potential remains almost static. For the
single-particle states, all electronic states are initially fully oc-
cupied up to the chemical potential at µ = −2.7 eV. Due to
the classical thermalization, the distribution starts to violate
the Pauli principle for low energies and a spurious formation of
the classical Boltzmann tail at higher energies takes place, as
well as emission of particles into the continuum (not shown).

Another effect of thermalization is a spurious autoioniza-
tion which results in a total electron loss of 0.04 electrons
within the first picosecond, seen in Figure 2c. Numerical
noise and the mentioned changes in the electronic system
also induce a rearrangement of the ionic geometry, but the
effect is rather small. The rms-averaged radius of the ions
is shifted downwards by less than 0.2%, as may be seen in
Figure 2d.

A direct comparison of the changes within the mean-
field potential and the single particle occupation is shown
in Figure 3. The radial potential is very stable during the
propagation. As a consequence of thermalization the occu-
pation in energy space is slightly shifted towards a classical
Boltzmann distribution.

3.2 Linear response

Before applying a strong laser field it is instructive to ex-
amine the optical response in the linear regime. For the
systems under study the laser will dominantly couple into
the dipole mode as the wavelength is well above the clus-
ter diameter. All key features of resonances and the power
absorption in the regime of small excitations can easily
be extracted from the dynamic polarizability. The results
can then serve as a guideline and a first estimate of the
light absorption for the higher intensity regime. We cal-
culate the linear response using the real-time method in
which the time evolution of observables is recorded after
an impulsive excitation. Starting from the ground state
the dipole moment is tracked for 250 fs after all electrons
where given a constant velocity offset of ∆v = 1 Å/fs
as a gentle perturbation. In Figure 4a the decay of the
dipole oscillation is plotted for Na147. The absorption
cross-section is then derived from the Fourier transform
of the dipole signal as shown in Figure 4b. One sees a
strong collective excitation in all the clusters, peaked just
below 3 eV. This is the well-known surface plasmon, and
its position accords with earlier studies and the results of
quantum TDLDA calculations [20]. The energy and life
times for the collective modes are given in Table 3. With

Fig. 4. (a) Example for the decay of the dipole moment for
Na147 after initial excitation of all electrons by a constant ve-
locity offset. (b) Calculated linear response light absorption
cross-section for NaN clusters normalized by the number of
atoms. The strong maximum below 3 eV corresponds to the
surface plasmon. In all three spectra the TRK-sum-rule is ful-
filled and more than 99% of the oscillator strength are within
the plotted region.

Table 3. Calculated surface plasmon properties for the dipole
mode.

Na13 Na55 Na147

plasmon energy [eV] 2.74 2.82 2.95

life time [fs] 11.1 6.97 6.90

increasing cluster size the plasmon energy is blue-shifted
towards the classical Mie value of 3.49 eV due to the de-
creasing influence of the surface effects and electron-spill-
out.

The TFV spectrum has a continuous envelope, unlike
the fully quantum spectra which consist of discrete lines.
The observed damping and the consequent spectral width
is not present in the more simplified jellium model. We
conclude, in agreement with reference [29], that the life-
time is due to electron-ion scattering and is not a numer-
ical effect of the simulation.

3.3 Nonlinear excitation

In the following, we study the dynamics when the sys-
tem is excited by an intense laser field. Since the clus-
ter sizes are small, the dipole approximation is valid and
we may treat the laser field as a spatially uniform elec-
tric field. Simulations are performed with laser frequencies
from below to above the plasmon frequency, in the range
�ω = 2.3−3.5 eV. Following reference [12], the used pulse
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Fig. 5. Time dependent observables during the excitation of
Na147 by a 200 fs laser pulse of I = 1011 W/cm2 at a photon
energy of �ω = 2.8 eV. The development of kinetic energies of
electrons and ions, the total system energy, the dipole moment
as well as the cluster charge are shown. Note that within the
plot for the dipole moment the envelope of the laser field is
sketched in gray.

shape is in the form of a sine squared for the rising and
falling edges embedding a 70 fs constant section. The total
pulse length is 200 fs and the peak intensity is taken to be
1011 W/cm2 which corresponds to a peak field strength of
Epeak = 0.086 eV/Å.

To discuss a typical example first we show the results
for Na147 excited with a photon energy of �ω = 2.8 eV,
where the laser frequency is just below the plasmon fre-
quency of the initially cold cluster. The envelope of the ex-
citing field, starting at t = 0, is shown on the third panel of
Figure 5 in gray. The top panel shows the electron kinetic
energy, which increases during the laser irradiation and
decreases afterwards. The maximum rate of increase hap-
pens at t = 150 fs, the point where the plasmon frequency
of the expanding cluster matches the laser frequency. One
may notice also a steep increase in the total energy at that
time (second panel of Fig. 5), and a large dipole amplitude
in the electronic oscillation (third panel). To obtain fre-
quency matching a shift of the plasmon energy down to the
laser photon energy is required, discussed in more detail in
the next section. The ions acquire relatively little kinetic
energy during the radiation period, top panel of Figure 5.
Following that, however, there is a strong increase in the
ion kinetic energy, much of which is by transfer from the
electron kinetic energy. This can be understood as follows.
At the termination of the laser pulse at t = 200 fs, the clus-

Fig. 6. Total (a) and single (b) ion kinetic energy during the
explosion of Na147 after excitation at �ω = 2.8 eV. The bottom
panel shows the development of the ion distance to the center
of mass of the cluster.

ter is already ionized in a high charge state, bottom panel
of Figure 5. The resulting Coulomb potential couples the
remaining electrons strongly to the ions. Energy sharing
readily takes place under these circumstances. In hydro-
dynamic terms, the electrons exert thermal pressure on
the Coulomb well, losing their momentum there and ac-
celerating the ions until the cluster has decomposed into
separated atomic fragments. From that point on only the
electrostatic repulsion of the charged system is effective
to accelerate the ions, and the system disassembles by a
Coulomb explosion.

At first glance the run of the total ion kinetic energy
on the top panel in Figure 6 looks very close to results of a
pure Coulomb explosion as was described in reference [30].
A symmetrical destruction would be expected from that
classical approach. Indeed we find a shell by shell expan-
sion of the cluster as shown by the distance-to-center-plot
within Figure 6c, but the initially sharp shells start to
wash out significantly. This becomes even more obvious
from the single ion kinetic energy plot in Figure 6b. The
divergence is due to the stronger repulsion of ions sitting
along the polarization axis of the laser, as can be seen
from the angle resolved ion kinetic energy spectra shown
in Figure 7a. Here the two outermost shells have clearly
separated energy bands which are overlayed with the angle
dependent enhancement due to the polarization effect.

A high fraction of the kinetic energy is given to the
surface ions. For the example of Na147 the outermost sub-
shell of the icosahedral structure contains 12 atoms, to-
gether carrying more than 50% of the total amount. Most
of the residual energy is given to the next subshell while
the inner ions remain practically at rest.

From the charge distribution of the ionic fragments the
contribution of the electrostatic repulsion to the cluster
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Fig. 7. Angle resolved single particle kinetic energy (a) and
charge state (b) of the atomic fragments after excitation of
Na147 using the laser parameters of Figure 5. The data points
correspond to a model time of t = 500 fs, angles are given with
respect to the laser polarization axis.

explosion can be analyzed. To determine the ionic charges
all the pseudoparticles still in the arena at t = 500 fs are
assigned to the closest ion. This is late enough so that
practically all unbound pseudoparticles have already left
the arena. Each pseudoparticle carries a fraction of an
electron charge and the total charge must be interpreted
as a statistical average. The resulting spectra, shown in
Figure 7, show a strong shell signal, with the outer ions in
higher charge states, analogous to the charge on a classical
conducting sphere, which is localized on the surface. Also
contributing, the high field gradient at the cluster surface,
which promotes field ionization of the outer ions, while the
inner region is more screened. The field ionization should
be most effective on the ions located where the surface is
perpendicular to the laser polarization axis, and indeed a
slight angular enhancement can be seen in Figure 7b.

To analyze the evolution of the disassembly phase in
more detail, the observed energetics are compared with
classical Coulomb dynamics. Let us assume that the ions
acquire their final charges by t = 0 fs. The ionic poten-
tial energy may then be calculated from their positions
as given in Figure 6c and their charges from Figure 7b.
The resulting potential function is shown in Figure 8, to-
gether with the kinetic energy and their sum. We see by
the constancy of the total energy that a classical Coulomb
explosion describes the energetics very well for times later
than 350 fs. However, there is a significant transfer of en-
ergy from the electrons to the ions between t = 100 and
350 fs. One possibility to explain an increase of energy
in this period is that the ions may be in a higher charge
state just after the laser irradiation. That would increase
the initial potential energy. However, this explanation is
only tenable if the ions are able to capture electrons during
the expansion phase.

Fig. 8. The time-dependent potential, kinetic and total classi-
cal energy of the ionic frame during the expansion of Na147 cor-
responding to Figure 5 is shown. To calculate the potential and
total energy the final charge distribution among the ions has
been used while true trajectories and kinetic energies are taken
from the model. If the ion dynamics is only driven by pure
Coulomb forces the total energy should remain constant. The
gain of the total Coulomb energy between 150–400 fs is due
to a release of ∼165 eV thermal energy from the hot electron
gas to the ions, denoted as “hydrodynamic” fraction. The main
contribution of recoil energy results from the classical Coulomb
repulsion, namely ∼588 eV.

Another possibility to explain the energy transfer is
the thermal motion of the electrons that are bound to the
assembly of ions. Their interaction would exert a pressure
that we can call a “hydrodynamic” energy transfer. Evi-
dence for the presence of this mechanism is provided by
the directly opposed drop of electron kinetic energy start-
ing at 150 fs, shown in the top panel of Figure 5. For the
given simulation the ions gain approximately 22% of their
kinetic energy due to the hydrodynamic expansion. Later
we will show that the ratio between thermal expansion
and the classical repulsion is very sensitive to the laser
frequency. The electron-ion energy transfer has a larger
influence on the dynamics if the excitation takes place off
resonance.

3.4 Variable photon energy

To explore the dependence of the interaction dynamics on
the photon energy we performed simulations for a range
of laser frequencies, around the collective resonance. In
Figure 9 results are shown for photon energies between
2.6−3.4 eV, from left to right, while the pulse shape and
length as well as the peak intensity of I = 1011 W/cm2

are kept constant. First we want to explain the features
within the energy absorption and ionization. Therefore
the phase angle between the laser field and the electronic
dipole moment can serve as a key observable to under-
stand the role of the collective excitation, shown in the
bottom panels in Figure 9. For off-resonant excitations at
�ω = 2.6 eV and �ω = 3.4 eV the dynamics are rather
simple since the dipole moment follows the laser ampli-
tude, plotted in black in the third row of Figure 9. Here
the phase behaves similar to that of a classical damped
oscillator. For the photon energies below and above the
resonance the phase angle is close to zero and almost
180◦, respectively. Both, the energy absorption and the
ionization rate are small without much structure. Things
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Fig. 9. Calculated excitations of Na147 for photon energies of �ω = 2.6...3.4 eV from left to right. Each column corresponds to
one simulation. Shown observables from top to bottom are the energy absorption, ionization rate, dipole signal and the dipole
phase with respect to the driving laser. Within the plot of the dipole signal the pulse envelope is sketched in gray. Distinct
peaks within the absorption are marked by dashed lines in order to guide the eye.

change dramatically when the photon energy is near reso-
nance. The absorption and the ionization are significantly
peaked, for �ω = 2.8−3.2 eV, as may be seen in the first
and second row in Figure 9. The energy shift of the col-
lective excitation is responsible for the temporal change of
the absorption. The progression with its distinct maxima
can directly be compared to the evolution of the phase
angle. For the example at �ω = 2.8 eV, which has been
discussed in the previous section, the plasmon energy is
initially slightly above the photon energy and the phase
angle is below 90◦. As time evolves the phase angle first
decreases somewhat, and then after t = 100 fs it grows
rapidly going through 90◦ and approaching 180◦ by the
end of the laser pulse. In terms of the plasmon energy,
a weak blue shift during the first period is followed by a
strong red shift from the cluster explosion, ωpl ∝ √

ρion.
The small initial blue shift is associated with the ioniza-
tion, which leaves a decreased electron density in the spill-
out region. The effect is similar to the blue shift associated
with cluster size; large clusters have a smaller proportion
of electrons in the spill-out region. A near balance between
the ionization-induced blue shift and the competing red
shift due to the expansion can be found for the excitation
at �ω = 3.0 eV, shown in the center column of Figure 9.
Here the plasmon is initially slightly below the photon
energy, but the ionization effect yields a shift above the
laser at about t = 50 fs. At the crossing point a small
peak appears in the energy absorption, marked with the
first dashed line in this column. Some tens of femtoseconds
later the compensating cluster expansion has lowered the
plasmon energy leading to a second resonance roughly at
t = 100 fs. Here a strong peak occurs within the absorp-

tion signal while the ionization reaches its maximum too,
second dashed line in the center column. After that second
resonance the plasmon red shift dominates due to the fast
expansion of the system. The phase quickly approaches
180◦ while the dipole amplitude decreases continuously.
For the simulation at �ω = 3.2 eV, the plasmon and pho-
ton energies never become equal. The consequences, seen
in the figure, are an absence of sharp peaks in the absorp-
tion and a phase angle that does not go through 90◦. Nev-
ertheless the absorption has a broad maximum at t = 85 fs
where the frequencies almost match, indicated by a phase
value that approaches 90◦.

Comparing the results of all the simulations, one can
see a systematic trend in when the maximum absorption
occurs. Starting from �ω = 2.8 eV, where the peak ap-
pears in the final phase of the laser pulse near ∼150 fs
a continuous shift to earlier times can be observed with
increasing photon energy. This behavior results from the
tendency of the plasmon energy to decrease during the
excitation if we ignore the influence of the ionization blue
shift. Hence high photon energies support an early maxi-
mum while lower energies tend to a delayed optimum for
the ionization by use of laser photon energies not to far
away of the resonance.

3.5 Experimentally relevant data

In this section we examine some observables that are in
principle accessible for experimental measurements, such
as charge states and kinetic energies. In particular, we ex-
plore the influence of cluster size, considering clusters with
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Fig. 10. Maximum (a) and average (b) charge of atomic frag-
ments emerging from NaN excited by a 200 fs laser pulse at
I = 1011 W/cm2, for variable laser photon energy. The peak
positions are near the plasmon energies for the particular clus-
ter sizes. While the maximum charge state grows for larger
clusters the average value decreases.

Fig. 11. Energy absorption (a) and average kinetic energy (b)
of emitted ions after excitation of NaN -cluster for variable laser
photon energy. Note that the total energy is normalized with
the cluster size.

N = 13, 55 and 147 atoms. The maximum and average
charge states of atoms are shown in Figure 10 as a function
of the photon energy. The curves all show a peak at the
photon energy corresponding to the plasmon of the cold
cluster. Another general trend is a growth of the maximum
charge state with the size of the cluster in Figure 10a,
while the inverse behavior is found for the average charge,
as shown in the right panel.

To compare the energy absorption from the field and
the release into recoil energy average values per atom are
shown in Figure 11. Both, the total absorbed and the to-
tal ion kinetic energy are divided by the cluster size. Ac-
cording to the left panel the average absorbed energy per
atom has a similar magnitude for Na55 and Na147 and a
slightly smaller value in case of Na13. This effect could be
explained with the resonance enhancement, which seems
to need a certain system size to reach full efficiency. The
total released kinetic energy, shown on the right panel, in
principle follows the total absorption, although the peak
for Na13 is more suppressed than within the absorption.
For laser frequencies near the plasmon resonance more

Fig. 12. Highest kinetic energy of released ions from the ex-
citation of NaN -cluster for variable laser photon energy (a).
Fraction of kinetic energy release due to hydrodynamic forces
of hot exited electron gas (b). Only data points of laser frequen-
cies that induce a total cluster destruction are shown here.

than 50% of the power captured from the radiation field is
transferred into ionic motion. Clearly the residual amount
is needed for ionization and the break up of the metal-
lic bond and remains as excitation within the electronic
system.

The highest ion kinetic energy, however, strongly de-
pends on the cluster size, shown in Figure 12a. A sub-
stantial increase in the maximum atomic recoil energy is
found for bigger clusters. Here we find a roughly linear
dependence of the peak energy with the cluster diameter,
but a more extensive study would be necessary to confirm
this scaling. This observation is in principle in agreement
with our experimental studies on lead clusters [31].

A further question is the dominant source of repulsion
within exploding clusters for different sizes. According to
earlier theoretical investigations “hydrodynamic” effects
play the leading role for very large clusters [6], while the
pure Coulomb repulsion rules the expansion for smaller
systems. In the present study the relaxation of energy is
analyzed by comparing the Coulomb recoil energy with
the electron-ion energy release according to Figure 8a.
The fraction of the electron-ion energy release fh can be
resolved from the simulation, Figure 12b

fh = 1 − Ecoulomb

Ekin
. (9)

While in case of Na13 no clear result can be extracted from
the data, a systematic behavior is found for the larger sys-
tems N = 55 and N = 147. Obviously, with increasing size
the electron-ion energy transfer is of growing importance.
For all photon energies the fraction for Na147 is signifi-
cantly higher than for Na55. This is in accordance with the
assumption above. With respect to the frequency depen-
dence one finds a larger impact of the electron-ion energy
transfer if the excitation is done off the plasmon frequency.
Near the resonance a strong charging of the cluster empha-
sizes the pure Coulomb repulsion of the ions. Concerning
the strong asymmetric graph in Figure 12b one has to
mention, that the way of determination of fh introduces a
small overestimation of the relative fraction fh for higher
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photon energies. However, the major effect responsible for
the asymmetry is the higher number of collisions that pro-
motes effective electron-ion energy transfer for higher laser
frequencies.

4 Discussion and conclusions

The TFV–MD model is practical for the dynamical de-
scription of simple metal clusters, in this work and in ref-
erence [12]. A necessary condition that must be satisfied is
that the numerical algorithms have an accuracy to provide
a stable ground state over a period of some picoseconds.
We have seen here that the condition is achievable for
clusters up to more than a hundred atoms, provided the
atomic interaction is sufficiently smooth. This is certainly
the case for the sodium clusters we have treated here, and
we believe it will also be met for clusters of platinum or
lead, taking a one-electron pseudopotential. Meeting the
conditions for sodium, we found that the linear response of
the system behaves very much as expected from quantum
mechanical treatments. The transition strength is concen-
trated in a surface plasmon, whose frequency is red-shifted
from the Mie value according to the well-known spillout
effect, considering the ionization state and cluster size de-
pendence. One difference we see with respect to quantal
theories is that the semiclassical plasmon shows a damp-
ing associated with the electron-ion scattering on atomic
pseudopotentials.

The response of the clusters in a strong field found to
be controlled by simple considerations. In agreement with
the conclusions of references [12,32,33], we found that the
resonance condition between the plasmon and the laser
field was crucial to obtain a high absorption. In detail,
the plasmon frequency changes in time due to the ioniza-
tion and expansion, so the resonance condition may only
be satisfied after some time of irradiation. Evidence for
this has been seen in experimental data references [4,5].
We wish to emphasize that the mechanism is different to
the enhanced ionization due to a critical interatomic dis-
tance [34], as proposed to be the leading process for rare
gas clusters [9].

From the analysis of the simulated excitation of Na147

at �ω = 3.0 eV we found a balance of the competing
shift mechanisms of the plasmon, the ionic expansion and
ionization. An indication for that has already been found
in quantum TDLDA calculations on Na41 [33].

Following the laser pulse the ions undergo a Coulomb
explosion, and we have presented a rather detailed pic-
ture of that phase of the dynamics. For absorption at
resonance, the disassembly proceeds largely as a classi-
cal Coulomb explosion within the investigated size range,
with the initial potential energy of the charged ion cloud
converted to kinetic energy over the course of some hun-
dreds of femtoseconds. Off resonance, the Coulomb po-
tential energy is not enough to explain the energies of
the final state. The electrons are thus involved in the en-
ergetics, perhaps providing pressure for a hydrodynamic
expansion. As expected classically, the outer atoms are

the most ionized. Within a shell of atoms, there is an en-
hanced ionization of atoms facing the electric field axis.
This suggests the field ionization mechanism plays some
role.

A number of aspects of the dynamics depend on the
cluster size. Of course the size-dependent blue shift of the
plasmon is important for the resonance condition. Also,
the maximum ionic charge state as well as the highest
ionic recoil energy depend on cluster size, increasing with
the number of atoms in the cluster. The trend for the recoil
energy has also been observed in experiments [31,35].

Our results are in principle agreement to data from
reference [12], although we find a much stronger influ-
ence of the collective mode. The total ionization of the
clusters is significantly higher in our calculations together
with a more structured development of the absorption.
Furthermore the shell structure of the clusters during the
decomposition is much more stable in our model. These
discrepancies are founded by the use of a different pseu-
dopotential and test particle width as well as the imple-
mentation of another parametrization of the correlation
effects. Nevertheless the contribution of energy transfer
from hot electron to the ions due to scattering is very
similar in both models.

So far the calculations have been performed with one
active electron per atom participating in the dynamical
propagation. The presented method is also applicable to
other systems treated as single valence electron atoms. We
are especially interested in the behavior of heavy metals
with higher particle densities, like platinum or silver, to
be subject to intense laser excitation. Furthermore we are
preparing extensions to the model to allow the treatment
of multiple electrons per atom.
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Nord” (HLRN) for providing computer resources for the cal-
culations.

References

1. A. McPherson, B.D. Thompson, A.B. Borisov, K. Boyer,
C.K. Rhodes, Nature 370, 631 (1994)

2. E.M. Snyder, S.A. Buzza, A.W. Castleman Jr, Phys. Rev.
Lett. 77(16), 3347 (1996)

3. T. Ditmire, J.W.G. Tisch, E. Springate, M.B. Mason, N.
Hay, J.P. Marangos, M.H.R. Hutchinson, Phys. Rev. Lett.
78(14), 2732 (1997)
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